Motivation

PCA takes info account the structure of the data, but (i) is

computationally expensive, (i) doesn't have theorefical
guarantees, and (i) ignores information in low-variance
directions.

Random Map embeddings are (i) simple to apply, (i) data-
aghostic, and (i) have theoretical guarantees on pairwise”
distortion. But target dimension bounds are much higher.
Question: Is it possible to achieve tighter bounds on
distortion metrics such as Stress and MI by
incorporating the structure of the data?

Key Insight: We quantify the structure of the data as
a property of the data matrix A in terms of its stable
rank.
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Algorithm 1: DiffRed Algorithm

Input: A, ky, ko, 1

compute SVD A =UXV’

compute Ay, + Zf" yoiuiv; and A* « A - A,
Let Vi, be the matrix with the &, leftmost
columns of V

Z — AV,

Initialize min = o¢
Initialize T, T)yin € R™%52

// n Monte Carlo iterations
Monte Carlo search

A: Data Matrix
k; +k; =d (Target Dimension)
7: Monte Carlo iterations

Calculating residual

matrix A*

// Project A along Vi,

fori=0,---,pdo
Sample G € RP** where G;; ~ N (0,1) i.i.d. BE TR Sua ran::lom
e g i projection for A
¥ v{’u_ ¥
T+« A*G
if Ay, (A*,T) < min then Running Time
| Toin +T
R« Thmin 0(Dn - min(D, n) + nk,D)
/! Twin is the projection with least Ay,
A« [Z|R]
return A

each vector x € R? to ¥ € R%. Each vector’s
in the subspace of the first k; principal vectors
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Theoretical Results

Theorem 2 [Bound on M1]: Given a data matrix A € R™P and non
negative integers k; and k;, let the application of DiffRed algorithm on
A with target dimensions k, and k, return the embedding matrix 4 €
R™4 where d = k. + k-. Then,
PAy(A) =] € 2¢

where ¢; > 0is a constant.
Proof Sketch: We know 4 = [Z|R], therefore, ||A||i = ||1Z||2 + |IR||%

Now, ||Z|I2 = p|lA||% . We then bound the residual term ||R||Z using Hanson
Wright inequality! to get the stated inequality.

Theorem 7 [Bound on Stress]: Given a data matrix consisting of data
points x4, x5, ..., X, € RP, k; and k,, let the application of DiffRed
algorithm return the points %, %, ..., ¥, € R%. Then with probability at

least 1/2, T
o=

Proof Sketch: Again, we split the difference vectors into their
components along Z and R. Then we use the tfriangle inequality to
upper bound this in terms of the stress of the residual, which we then
bound using Bartal et. al's result?.

Experimental Results

Results on Stress (As) v (Eu(ldull— [t )

21;”‘%”
Dataset D d } - - A, TSNE |
DiffRed | PCA | RMap | S-PCA | K-PCA | UMap [d-“z;
Bank 17 5 | 2.82e-05 | 0.54 0.38 0.58 0.95 94.89 | 2659.70
Hatespeech 100 10 | 1.91e-04 | 0.66 17006 T LG8 0.99 240.50 | 2298.09 ]
FMnist T84 10 | 1.92e-04 | 0.60 0.11 .64 1.00 241.35 820.54
Cifarl0 3072 | 10 | 1.31e-04 | 0.49 0.00 .54 1.00 166.84 G04.T1
[TgencRNASeq | 20,5k | 10 | 7.96¢-06 | 0.94 | 0.31 | 0.95 100 | 32872 | 8,761.41 |
[ Reuters30k | 30.9k | 10 | 1.27e-04 | 0.85 | 0.05 | 0.88 100 | 196.97 | 230331 |
["APTOS 2019 | 509k |10 | 4.09e-05 | 081 | 024 | - - -
DIVZk 6.6M | 10 | 7.07e-05 | 0.66 0.05
Stress is the normalized value of the root-mean-
squared ([RMS) value of the distortion of pairwise
distances. Minimizing stress is important for preserving | Theorem 7
important structures such as clusters and nearest T
neighbors. Stress finds use in MDS, Psychology, 3D As=0 L2
face recognition, medical imaging and also as an kz
important metric to measure projection quality.
Results on M1 (Ay,) Aw, (4,4) = - ZEalElz
M1 M:( ’ - n ||I"Z
=1 2
— = - '\" — — R
Elatnsar D | d [ iRed | PCA | RMap | SPCA | K-PCA | UMap | UMap2 ““‘_\f] ey
Bank G| 002 [ 003 | 017 | 0.4 047 | 7.07 035 | 5244 | 072 |
Hastosprech 10| 015 | 0.36 | 0.16 | 0.36 | 0.65 5.20 | 046 | 3286 | 0.38
Fhinist 10| 0.12 | 0.19 | 0.16 | 0.21 | 068 | 4.02 | 042 | 2449 | 038
Cifarl0 10| 0.13 | 021 | 016 | 0.24 | 069 | 1.26 | 060 | 1688 | 031
AS 1003021 |06 | 0.35 00| |07 | [
R 1070155 (049 [ 0.157 | 049 | 071 | |04 502 | 031
APTOS 2019 10| 010 | 012 | 016 | | [ - |
DIVZk 10| 014 [ 031 | 016 |

M1 distortion is the distertion of the
mean-squared pair-wise distance.
Minimizing M1 ensures that the low

dimensional representations A

have similar energy or fotal A 0 1-— P
variance as the original data M, = e
matrix A. Vkap(4)




