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Inverse Problems

Goal: recover signal 𝑥 from 𝑦

𝒚 = 𝐴𝒙 + 𝝐



3

Examples

Magnetic resonance imaging

• 𝐴 = subset of Fourier modes 

(𝑘 − space) of 2D/3D images

Computed tomography

• 𝐴 = 1D projections  

(sinograms) of 2D image

𝑥𝑦 𝑦 𝑥

Image inpainting

• 𝐴 = diagonal matrix 

with 1’s and 0s.

𝑦 𝑥
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Sampling Algorithms

Recent methods attempt to sample from the posterior distribution

− log𝑝 𝒙 𝒚 ∝
1

2
| 𝒚 − 𝐴𝒙 | 2 − log 𝑝(𝒙)

Algorithms: 

• DDRM, DiffPIR, DPS (diffusion-based sampling)

• PnP-ULA (MCMC)

• Normalizing flows



Error estimates

True error
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Quantifying UQ

𝛼 = 0.5𝛼 = 0.1𝛼 = 0.9

Empirical 𝛼 coverage =
1

𝑁


𝑖

𝟏𝒙𝑖∈𝐶𝛼 𝒚𝑖

Calibration set 𝒙𝑖 , 𝒚𝑖 𝑖=1
𝑁

𝐶𝛼 𝒚 = {𝒙 ∶ ||𝒙 − ෝ𝒙 𝒚 || < 𝑐𝛼}where
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Pitfalls of UQ algorithms

Empirical observations:

• Fail to provide calibrated intervals

• Conformal calibration helps, but doesn’t fix the problem

Require thousands network evals
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Revisiting the Bootstrap

Parametric bootstrap [Efron, 1986]: using ෝ𝒙 = 𝑓(𝒚) as ‘ground-truth’,

For 𝑗 = 1,… ,𝑁

• Sample noise 𝝐𝑗 ∼ 𝑁(0, 𝐼𝜎2)

• Bootstrap 𝒙𝑗 = 𝑓 𝐴ෝ𝒙 + 𝝐𝑗
• Error estimates: 𝒆𝑗 = || ෝ𝒙 − 𝒙𝑗||2

• Bad UQ in the nullspace of 𝐴

𝐴

𝒇
𝒙𝑗

𝒇 ෝ𝒙
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Symmetry Prior

Idea: Most natural signals sets 𝒳 are invariant to groups of transformations.

Example: translations, rotations and flips of 2D images

For all 𝑔 ∈ 𝐺 we have

𝒚 = 𝐴𝒙 = 𝐴𝑇𝑔𝑇𝑔
−1𝒙

Key observation: nullspace(𝐴) ≠ nullspace(𝐴𝑇𝑔)

= 𝐴𝑔𝒙′
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Equivariant Bootstrap

Observation model

Using ෝ𝒙 = 𝑓(𝒚) as ‘ground-truth’:

For 𝑗 = 1,… , 𝑟

• Sample transformation 𝑔 ∼ 𝐺 and noise 𝝐𝑗 ∼ 𝑁(0, 𝐼𝜎2)

• Bootstrap 𝒙𝑗 = 𝑇𝑔
−1𝑓(𝐴𝑇𝑔ෝ𝒙 + 𝝐𝑗)

• Error estimates: 𝒆𝑗 = || ෝ𝒙 − 𝒙𝑗||2

𝑔 ∼ 𝐺
𝒚 = 𝐴𝑇𝑔𝒙 + 𝝐
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Theory insights

Proposition (informal). For a linear & measurement consistent 

operator estimator with no noise, we have

𝔼𝑔 ||ෝ𝒙 𝑇𝑔𝐴ෝ𝒙 − 𝑇𝑔𝒙|| = ||ෝ𝒙 − 𝒙|| + bias

where the bias term is small if ෝ𝒙 ∘ 𝑨 is not equivariant.

• In the noiseless case, standard bootstrap gives ||ෝ𝒙 − 𝒙|| = 0 for any 

measurement consistent estimator verifying 𝐴ෝ𝒙 = 𝑦.

• Equivariant bootstrapping is useful when 𝐴 is not equivariant to the 

transformations.
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Equivariance of Forward Operators

Translation Rotation Permutation Amplitude

Gaussian 

Blur

Image 

Inpainting

Sparse-view

CT

Accelerated

MRI

Downsampling

(no antialias)
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UQ Experiments
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UQ Experiments
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UQ Experiments

• Blur operators are shift-equivariant, thus shifts do not modify the nullspace of A
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Conclusions

Take home messages

Symmetries in the data can play a key role in measuring uncertainty in 

the nullspace of the forward operator

Future work

• More efficient Reynolds averaging [Sannai, 2021]

• UQ challenge

• Other groups of transformations/data domains
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New PyTorch Library



Thanks for your attention!

Tachella.github.io

✓ Codes

✓ Presentations

✓ … and more
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https://github.com/tachella/equivariant_bootstrap

https://tachella.github.io/

