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Background: Domain Shifts 

:

Challenges:
𝑓𝑖(𝑥) is located at different client 

sites without data-exchanging, it 

could only be accessed distributedly

Source Distribution:
መ𝑆 = 𝑥𝑖

𝑠, 𝑦𝑖
𝑠

𝑖=1
𝑛

Target Distribution:
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Task Risks
𝜖𝑃 ℎ = 𝔼 𝑥,𝑦 ∼𝑃 𝑙 ℎ𝜃 𝑥 , 𝑦

Learner:
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Background: Transfer Learning

• Machine Learning across domains of different distributions 𝑃 ≠ 𝑄
• Shifted Domains are Independently and Differently Distributed

Challenges:
How to effective bound the 

generalization error on target domains

Generalization Error Bound



Background: Existing Methods

 Adversarial Learning Theorem

Let ℱ ⊆ ℝ𝒳×𝒴 be a hypothesis set with 

𝒴 = {1,2 …𝑘}and ℋ ⊆ 𝒴 be the

corresponding

Y-valued classifier class. For every 

scoring function 𝑓 ∈ ℱ,

𝑒𝑟𝑟𝑄 𝑓 ≤ 𝑒𝑟𝑟𝑃 𝑓 + 𝑑ℋΔℋ 𝑃, 𝑄 + 𝜆

𝑓∗ ∈ ℋ
𝜆 =  min {𝑒𝑟𝑟𝑃 𝑓∗ + 𝑒𝑟𝑟𝑄 𝑓∗ }



Our work: Continual Domain Adaptation

 Challenges of Continual Domain Adaptation

Challenges
The domain data exists in an 

sequential form. Only online 

data is accessible. Sequential 

Learning would result 

catastrophic forgetting 

phenomenon.

 Limitations of previous research:
 Self-supervised learning methods requires intermediate domain to be close enough

 Unlike supervised continual learning, buffering a small set of previous samples works poorly  

 Unsupervised Learning only on current data would cause catastrophic forgetting

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.



Our work: Problem Settings

𝑇1 Phase Unlabeled Target Domain:𝑆0 Phase Source Domain:

Pretrain Adversarial Adaptation

Final Modal

Domain Generalized

Generalized across tasks 

in both source and target

domain 

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.
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Our work: Unique Challenge in Continual Adv Adaptation
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Theorem

Let ℱ be a hypothesis space with VC dimensions d, if 𝒮′ are samples of size m from 𝒮 and 𝒯′ be samples of size n from

𝒯respectively and መ𝑑ℋΔℋ(𝒮
′, 𝒯′) is the empirical ℋ-divergence between samples, then for any 𝛿 ∈ (0,1)

,with probability at least 1− 𝛿

𝑑ℋΔℋ 𝒮′,𝒯′ ≤ መ𝑑ℋΔℋ 𝒮′,𝒯′ +2
𝑑𝑙𝑜𝑔2𝑚+ log

2
𝛿

𝑚
+2
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2
𝛿

𝑛



Our work: Double-Head Continual Adv Adaptation

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.
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Intuitive Idea
Using two domain 

discriminators, one ℎ𝜓,𝑠 is 

trained at 𝑺𝟎 and the other 

ℎ𝜓,𝑡 is trained at 𝑻𝟏



Our work: Double-Head Continual Adv Adaptation

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.
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 Using two domain 

discriminators is better than one 

domain discriminator for 

continual adversarial adaptation



Our work: Single Domain Discriminator Learning on 𝑆0

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.
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Our work: Single Domain Discriminator Learning on 𝑆0

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.
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 One-Class Learning on Source-only domain discriminator

• H-Regularization Loss in Binary domain digit

• MDD Loss in Multi-class domain digit
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Our work: Single Domain Discriminator Learning on 𝑆0
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 One-Class Learning on Source-only domain discriminator

• H-Regularization Loss in Binary domain digit

• MDD Loss in Multi-class domain digit
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MDD is better 

than H-Reg 

ℎ𝜓,𝑠 Learning MDD H-Reg DANN H-Reg CDAN

𝑀𝑁𝐼𝑆𝑇 → 𝑈𝑆𝑃𝑆 78.1 69.1 73.4

𝑀𝑁𝐼𝑆𝑇 → 𝑀𝑁𝐼𝑆𝑇𝑀 87.3 78.1 80.3

𝑀𝑁𝐼𝑆𝑇 → 𝑆𝑉𝐻𝑁 45.8 37.5 40.8



Our work: Our Algorithm

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.
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Our work: Our Algorithm

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.

𝑓𝜔
1

𝑓𝜔
2

ℎ𝜓,𝑡

𝑓𝜔
1

𝑓𝜔
2

𝐷𝜓,𝑠
𝑠

Freeze

ℎ𝜓,𝑠

ℎ𝜓,𝑠

Freeze

𝐷
𝜓 𝑠
+
𝐷
𝜓 𝑡

𝐷𝜓,𝑡
𝑠 + 𝐷𝜓,𝑡

𝑡



Our work: Theoretical Analysis of Our Algorithm
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Theorem

Let 𝑓0 ∈ ℱ be a fixed hypothesis space that maps from 𝒳×𝒴 → 𝑅 which satisfies that 𝜌𝑓0 𝑥𝑠, ℎ𝑓 ≥ 𝜖𝑠 for source 

domain data 𝑥𝑠 and 𝜌𝑓0 𝑥𝑡, ℎ𝑓 ≤ 𝜖𝑡 for target domain data 𝑥𝑡. if 𝑥𝑖
𝑠 ∈ 𝑆 are i.i.d samples of size m from 𝒮 and 𝑥𝑖

𝑡 ∈

𝑇be samples of size n from 𝒯respectively, then for any 𝛿 ∈ 0,1 with probability at least 1− 2𝛿, we have the 

following generalization error bound for  ℋ-divergence based adversarial loss function

Error reduced Empirical Estimation of 

ℋ-divergence based adversarial loss 

from source domain side



Our work: Experiment Results

Ablation study

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.

Our proposed algorithm entails minimal performance loss from smaller buffer size

A smaller learning rate with mild epochs leads to better performance of 

source-only domain discriminator training 



Our work: Experiment Results

Comparing with existing continual domain adaptation methods on Office-31   

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.

• With a final stage of SSL fine-tuning, our proposed methods achieve over 2% 

performance increase over these strong baselines

• By employing continual adversarial adaptation methods, we effectively 

addressed catastrophic forgetting by learning a domain generalized model 



Our work: Experiment Results

Comparing with existing continual domain adaptation methods on Office-home 

Yan Shen, et al. " Continual Domain Adversarial Adaptation via Double-Head Discriminators." AISTATS. 2024.
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