
Conditional Gradients for the Approximately

Vanishing Ideal

Elias Wirth1,2 Sebastian Pokutta1,2

1Technische Universität Berlin

2Zuse Institute Berlin

February 17, 2022

Conditional Gradients for the Approximately Vanishing Ideal February 17, 2022 1 / 7



Problem Setting

Input space X ⊆ [−1, 1]n and output space Y = {−1, 1}
Training sample

S = {(x1, y1), . . . , (xm, ym)} ∈ (X × Y)m

drawn i.i.d. from some unknown distribution D
Determine a hypothesis h : X → Y with small generalization error

P(x,y)vD[h(x) 6= y ]
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Vanishing Ideal

Set of feature vectors corresponding to class 1

X 1 := {x | (x, y) ∈ S , y = 1} ⊆ [−1, 1]n

Vanishing ideal

IX 1 = {f ∈ R[x1, . . . , xn] | f (x) = 0 for all x ∈ X 1}

There exist finitely many generators g1, . . . , gk ∈ IX 1 with k ∈ N
such that for any f ∈ IX 1 , there exist h1, . . . , hk ∈ R[x1, . . . , xn]
such that

f =

k∑
i=1

gihi .

Similar for class −1

Conditional Gradients for the Approximately Vanishing Ideal February 17, 2022 3 / 7



Feature transformation for linear kernel SVM

Training sample

S = {(x1, y1), . . . , (xm, ym)} ∈ (X × Y)m

Set of feature vectors corresponding to class ±1

X±1 := {x | (x, y) ∈ S , y = ±1} ⊆ [−1, 1]n

Construct sets of generators G±1 for vanishing ideals IX±1
Feature transformation

x 7→ x̃ =
(
|G1(x)|, |G−1(x)|

)ᵀ
,

where for G = {g1, . . . , gp}, |G(x)| := (|g1(x)|, . . . , |gp(x)|)
Train SVM on

S̃ = {(x̃1, y1), . . . , (x̃m, ym)}
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CGAVI

Related Methods:

Approximate Vanishing Ideal algorithm (AVI)

Vanishing Component Analysis (VCA)

Our algorithm:

Conditional Gradients Approximately Vanishing Ideal algorithm

(CGAVI) employing the Pairwise Frank-Wolfe algorithm (PFW) for

generator construction
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Contributions

Generalization bounds

Sparsity

Blueprint

Results of numerical experiments
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