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Motivation
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▪ Ranking observations are classic in many domains.

More diseased image

>

Better Movie

> >

▪ Inference: Plackett-Luce Model

▪ Each sample has a positive score.

▪ Probability that a sample is ranked higher is proportional to this score.



Motivation
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▪ Regression

▪ Shallow: Newton’s method [Tian et al., 2019]

▪ DNN: Siamese network attains 0.92 AUC from 80 samples! [Yıldız et al., 2019]

Score

[1] Tian, P., Guo, Y., ..., Chiang, M. F., Dy, J., Erdogmus, D., and Ioannidis, S. (2019). A severity score for Retinopathy of Prematurity. SIGKDD.

[2] Yıldız, I., Tian, P., Dy, J., Erdogmus, D., Brown, J., ..., Chiang, M. F., and Ioannidis, S. (2019). Classification and comparison via neural 

networks. Neural Networks.



Challenges
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▪ Traditional DNN method: siamese 

architecture with K identical base networks

▪ Large –and potentially variable–

memory footprint K samples

K networks

▪ An SGD epoch over                          observations

▪ Exponential training time



Challenges
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▪ Does not generalize well to deep models!

▪ Scores form a distribution ↔ ℓ2 penalty leads 

to vanishing gradients and stationary points!

▪ A spectral algorithm for shallow regression

▪ Solve via ADMM →

Scores form the stationary 

distribution of a Markov Chain.

[Yıldız et al., 

2020]

[3] Yıldız, I., Dy, J., Erdogmus, D., ..., Chiang, M. F., and Ioannidis, S. (2020). Fast and accurate ranking regression. AISTATS.
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▪ Does not generalize well to deep models!

▪ Scores form a distribution ↔ ℓ2 penalty leads 

to vanishing gradients and stationary points!

▪ A spectral algorithm for shallow regression

▪ Solve via ADMM →

Scores form the stationary 

distribution of a Markov Chain.

[Yıldız et al., 

2020]

[3] Yıldız, I., Dy, J., Erdogmus, D., ..., Chiang, M. F., and Ioannidis, S. (2020). Fast and accurate ranking regression. AISTATS.

Faster but less accurate!



Contributions

▪ Bridge the gap between DNN models and spectral algorithms for 
ranking regression

▪ Replace ℓ2-penalty of ADMM with KL divergence: still amenable 
to a spectral method!

▪ Significantly outperform ℓ2-penalty ADMM and siamese network
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Problem Formulation
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▪ 𝑚 independent choice observations: 

Plackett-Luce Model

▪ For each sample            , there exists a score 𝜋𝑖 ∈ ℝ+.

▪ Given query set of alternatives: 

Maximum Likelihood Estimation (MLE) for Ranking Regression

▪ Traditional siamese architecture has base network: ෤𝜋(∙ ;𝑊).

𝜋𝑖෤𝜋(. ;𝑊)



Alternating Direction Method of Multipliers (ADMM) with generalized penalty
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▪ ADMM: Decouple optimization of scores and parameters

Efficient spectral approach over the 

exponential ranking data!

Linear in number of 

samples!

Dual variable update



Scores are still amenable to a spectral solution!
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ILSRX: 

Stationary scores are also 

the stationary distribution of 

the continuous time MC. 



ADMM + KL proximal penalty
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▪ ℓ2 loss: Prone to vanishing gradients 

and reaching stationary points.

▪ Naturally suited as

is a distribution. 

▪ Max-entropy loss: better fitting and convergence

𝒍𝟐 proximal penalty:

KL proximal penalty:



ADMM + KL penalty
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▪ ℓ2 loss: Prone to vanishing gradients 

and reaching stationary points.

▪ Naturally suited as

is a distribution. 

▪ Max-entropy loss: better fitting and convergence

𝒍𝟐 proximal penalty:

KL proximal penalty:

Fast and accurate!



Faster Training AND Better Predictions!

Deep Spectral Ranking 13



THANK YOU!

Supported by NIH (R01EY019474), NSF (SCH-1622542

at MGH, SCH-1622536 at Northeastern, SCH-1622679 at

OHSU), Facebook Statistics Research Award, and by

unrestricted departmental funding from Research to

Prevent Blindness (OHSU)

Presenter: İlkay Yıldız, yildizi@ece.neu.edu


